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1. GLOSSAIRE & DEFINITIONS

Voici les définitions des concepts clés utilisés dans ce projet.

GLPI (Gestionnaire Libre de Parc Informatique) : C'est le logiciel central du
projet. Il s'agit d'une application web qui permet de lister tout le matériel informatique
(ordinateurs, écrans, imprimantes) et de gérer les demandes d'aide (tickets) des
utilisateurs.

Agent (GLPI Agent / FusionInventory) : C'est un petit programme "espion" installé
sur les ordinateurs des employés (Windows). Son role est de scanner le matériel
(RAM, Disque, Processeur) et d'envoyer automatiquement ces informations au serveur
GLPI.

Serveur LAMP : C'est le socle technique sur lequel tourne GLPI. C'est un acronyme
pour Linux (le systéme d'exploitation), Apache (le serveur web qui affiche les pages),
MariaDB (la base de données qui stocke les infos) et PHP (le langage de
programmation de GLPI).

Ticketing (Gestion des incidents) : C'est le processus qui remplace les post-it et les
emails. Un utilisateur déclare un probléme (un ticket), un technicien le prend en
charge, le résout et le ferme. Tout est tracé.

HTTPS (Sécurisation) : Protocole qui permet de chiffrer les échanges entre
l'ordinateur de 1'utilisateur et le serveur. C'est le petit cadenas a c6té de I'adresse web,
garantissant que les mots de passe ne sont pas volés.

LDAP (Lightweight Directory Access Protocol) : C'est un protocole (un langage)
standard qui permet d'interroger un annuaire centralisé. Dans notre projet, c'est le
"cable virtuel" qui permet au serveur Linux (GLPI) de discuter avec le serveur
Windows (Active Directory). C'est grace au LDAP que GLPI peut demander a I'Active
Directory : "Est-ce que le mot de passe de Jean Dupont est correct ?", permettant ainsi
aux utilisateurs de conserver un identifiant unique pour tout le réseau.



2. CONTEXTE ET OBJECTIFS

2.1. Présentation de I'entreprise
TechnoCity est une PME de 85 employés spécialisée dans la maintenance industrielle.
Actuellement, le service informatique (3 techniciens) est dépassé :

« Aucun inventaire centralisé : on ne sait pas qui a quel ordinateur.
«  Support désorganisé : les demandes se perdent, il n'y a pas de suivi.

« Manque de visibilité : le responsable informatique ignore 1'état des licences et du
matériel.

2.2. Objectifs du projet

La direction a validé la mise en place d'une solution professionnelle pour :
1. Automatiser I'inventaire : Avoir une liste a jour du matériel sans saisie manuelle.
2. Centraliser le support (Helpdesk) : Créer un guichet unique pour les incidents.

3. Sécuriser les données : Garantir que ces informations critiques ne soient pas perdues.

3. ARCHITECTURE TECHNIQUE

Pour répondre a ce besoin, nous avons déployé une infrastructure client-serveur virtualisée.
3.1. Le Serveur (Cceur du systéme)

« OS: Linux (Ubuntu/Debian). Choisi pour sa stabilité et sa sécurité par rapport a
Windows Server pour I'hébergement web.

« Raéle : Héberge l'application GLPI et la base de données.
« Adresse IP: 192.168.100.10 (Fixe).
3.2. Le Client (Poste Utilisateur)

« OS : Windows 10/11 (Simule un poste employé TechnoCity).
« Rale : Poste de travail sur lequel est installé 'Agent d'inventaire.

« Adresse IP: 192.168.100.20.

4. MISE EN (EUVRE : INSTALLATION

4.1. Installation du Serveur Web

Nous avons installé les composants nécessaires pour faire fonctionner GLPI :



 Installation d'Apache (le serveur web).
 Installation de MariaDB (la base de données).
- Installation de PHP et de ses extensions nécessaires.

Configuration de départ

:-$ ifconfig
flags=4163<UP ,BROADCAST ,RUNNING,MULTICAST> mtu 1500
inet 10.0.2.15 netmask 255.255.255.0 broadcast 10.0.2.255
inet6 fd17:625c:f037:2:81d3:86dc:b69d:af33 prefixlen 64 scopeid 0x0<global>
inet6 fd17:625c:f037:2:c4ed:e841:3936:c9b7 prefixlen 64 scopeid 0x0@<global>
inet6 fe80::e837:bled:884d:30a0 prefixlen 64 scopeid 0x20<link>
ether 08:00:27:c6:2c:4f txqueuelen 1000 (Ethernet)
RX packets 47 bytes 9653 (9.6 KB)
RX errors @ dropped © overruns © frame 0
TX packets 222 bytes 46394 (46.3 KB)
TX errors © dropped 0 overruns © carrier ® collisions 0

flags=4163<UP ,BROADCAST ,RUNNING,MULTICAST> mtu 1500

inet6 fe80::2de:127a:b16c:533 prefixlen 64 scopeid 0x20<link>
ether 08:00:27:ea:86:37 txqueuelen 1000 (Ethernet)

RX packets 51 bytes 11414 (11.4 KB)

RX errors @ dropped © overruns © frame 0

TX packets 217 bytes 92042 (92.0 KB)

TX errors 0 dropped @ overruns © carrier ® collisions 0

lo: flags=73<UP,LOOPBACK,RUNNING> mtu 65536
inet 127.0.0.1 netmask 255.0.0.0
inet6é ::1 prefixlen 128 scopeid 0x10<host>
txqueuelen 1000 Local Loopback

nano /etc/netplan/01-netcfg.yaml

chmod 600 /etc/netplan/01-netcfg.yaml

chmod 600 /etc/netplan/01-network-manager-all.yaml
netplan apply

Configuration obtenue



flags=4163<UP,BROADCAST ,RUNNING,MULTICAST> mtu 1500

inet 192.168.100.10 netmask 255.255.255.0 broadcast 192.168.100.255
inet6 fe80::a300:27ff:feea:8637 prefixlen 64 scopeid 0x20<link>
ether 08:00:27:ea:86:37 txqueuelen 1000 (Ethernet)

RX packets 77 bytes 15142 (15.1 KB)

RX errors ® dropped © overruns 0 frame 0

TX packets 668 bytes 190792 (190.7 KB)

TX errors ® dropped © overruns ® carrier ® collisions 0

installation Apache,Php,MariaDB
$ sudo apt install apache2 mariadb-server php \php-mysql php-cu
rlL php-gd php-intl php-mbstring \php-xml php-zip unzip-y

verification apache
S systemctl status apache2
apache2.service - The Apache HTTP Server
Loaded: loaded (/lib/systemd/system/apache2.service; enabled; vendor presef
Active: since Sun 2025-12-28 17:30:17 EST; 35s ago
Docs: https://httpd.apache.org/docs/2.4/
Process: 13999 ExecStart=/usr/sbin/apachectl start (code=exited, status=0/SH
Main PID: 14003 (apache2)
Tasks: 6 (limit: 2279)
Memory: 17.3M
CPU: 136ms
CGroup: /system.slice/apache2.service
14003 /usr/sbin/apache2 -k start
14005 /usr/sbin/apache2 -k start
14006 /usr/sbin/apache2 -k start
14007 /usr/sbin/apache2 -k start
14008 /usr/sbin/apache2 -k start
14009 /Jusr/sbin/apache2 -k start

Dec 28 17:30:17 osboxes systemd[1]: Starting The Apache HTTP Server...

Dec 28 17:30:17 osboxes apachectl1[14002]: AH00558: apache2: Could not reliably
Dec 28 17:30:17 osboxes systemd[1]: Started The Apache HTTP Server.

Activities ® Firefox

<« © oD localhost o @ signin gy =

( 6 Salut

Sécurisation MariaDB

:$ sudo mysql_secure_installationl

4.2. Configuration de GLPI
L'installation de GLPI s'est faite via l'interface web. Nous avons :
« Créé la base de données.

+ Initialisé les comptes utilisateurs par défaut.

« Action Sécurité : Changement immédiat des mots de passe par défaut (glpi, tech,
normal, post-only) pour éviter les intrusions.



creation de base GLPI
$ sudo mysql
Welcome to the MariaDB monitor. Commands end with ; or \g.
Your MariaDB connection id is 41
Server version: 10.6.22-MariaDB-0Oubuntu0.22.04.1 Ubuntu 22.04

Copyright (c) 2000, 2018, Oracle, MariaDB Corporation Ab and others.
Type 'help;' or '\h' for help. Type '\c' to clear the current input statement.

MariaDB [(none)]> CREATE DATABASE glpidb CHARACTER SET utf8mb4;
Query OK, 1 row affected (0.000 sec)

MariaDB [(none)]> CREATE USER 'glpi'@'localhost' IDENTIFIED BY 'glpii123';
Query OK, 0 rows affected (0.013 sec)

MariaDB [(none)]> GRANT ALL PRIVILEGES ON glpigb.* TO 'glpi'@'localhost';
Query OK, 0 rows affected (0.005 sec)

ari1abB > U \/ X
Query OK, 0 rows affected (0.001 sec)

: $ sudo wget https://github.com/glpi-project/glpi/re
leases/download/11.0.4/glpi-11.0.4.tgz

S sudo chmod -R 755 /var/www/html/glpi

GNU nano 6.2 etc/apache2/sites-available/000-default.conf *
<VirtualHost *:80>

ServerAdmin webmaster@localhost
DocumentRoot /var/www/html

DocumentRoot /var/www/html/glpi/public

<Directory /var/www/html/glpi/public>
AllowOverride All
Require all granted

</Eirectory>

ErrorLog S{APACHE_LOG_DIR}/error.log
CustomLog ${APACHE_LOG_DIR}/access.log combined




GNU nano 6.2 var/www/html/glpi/public/.htaccess
SIfModule mod_rewrite.c>

RewriteEngine On
RewriteCond %{REQUEST_FILENAME} !-f
RewriteCond %{REQUEST_FILENAME} !-d

RewriteRule . index.php [L]
</IFModule>

<VirtualHost *:80>

ServerAdmin webmaster@localhost

5 | localhost/ X @ GLPIsetup - GLPI x | +

« (¢] O & Not Secure 192.168.100.10, B % @ signin &

°
lp I GLPI setup

Select your language

OK >

5 localhost/ x @ GLPIInstallation-GLPI X + v

« C O & Notsecure http://192.168.100.10, P B %W @ signin &)

( ]
Q lp | GLPI Installation

Début de l'installation

Installation ou mise a jour de GLPI

Choisissez 'Installation’ pour une nouvelle installation de GLPI.

Choisissez 'Mise a jour' pour lancer la mise a jour de votre version de GLPI a partir d'une version
anterieure.




Etape 1
Configuration de la connexion a la base de données
Serveur SQL (MariaDB ou MySQL)

localhost

Utilisateur SQL

Mot de passe SQL

Continuer >

L]
6 lp I GLPI Installation

Etape 3

Initialisation de la base de données.

Initialisation des tables de la base de données avec ses données par défaut...

v Structure de la base de données créée.
+ Données par défaut importées.
 Formulaires par défaut créés.

v Régles par défaut initialisées.

v Clefs de sécurités générées.

+ Paramétres par défaut définis.

v Installation terminée.




localhost/

B Gestion
& Outils

dministration

{& Configuration

&£ Réduire le menu

Login to your account

Login
glpi

Password

Login source

GLPI internal database
Remember me
Signii

X @ Interface standard - GLPI X = +

O 8 NotSecure http://192.168.100.10/front/central.php#

© Accueil

@ Tableaudebord 2 Vuepersonnelle & Vue

Central Nz Sk

groupe @ Vue globale

ercher

ation.

& Désactiver les données de démonstration

114.7K 1.2K 1.5K

Logiciels
réseau

Fabricant L,f Modeéle

@ Vous visi Il des données de dé

Matériels Téléphones

o

Ordinateurs par Moniteurs par Matériels

réseau par

o

@ Nouveau

@ G&cours (F
2,500
2,000
1,500
1,000

500

0
2025-01

Statuts des tickets par mois

15K (0] 1.5K
Tickets Changements

v - o

EN A ® signin &) =

Q Super-Admin
Entité racine (Arborescence)

S\ FluxRSS &8 Tous

& « Pour des raisons de sécurité, veuillez changer le mot de passe par défaut pour le(s) utilisateur(s) :

2025-01

@ Nouveau
® Validation
@ En cours (Attribué)
® En cours (Planifi¢)
@ En attente

Résolu

© 0o o o©

tribué) B L
° isolu (@l Clos

2025-04 2025-07 2025-10
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B G  localhost/ x  + v s 0 &
<« C O & Notsecure o 192.168.100.10, X W @ signin &) =
o R 0 ik i Super-Admin S
@ Acct = - = : Q Entité racine (Arborescence)
Modifier le mot de passe T3
ans le menu
Mot de
passe
Confirmer
le mot de sssssese
passe
Utilisateurs
Groupes
Mot de passe et jeton d'accés
Jeton d'API Mot de passe
Gacscseateisssccussvascacedlio iy
g
[ Regénérer
Sauvegarder
rnaux
inventa Créé le Derniére mise a jour le 2025-12-29 10:45
wentaire
® Firefox Dec29 05:50 03 P DI
G localhost/ X  + v = o &
C QO 8 Not secure 192.168.100.10, E @ signin &) =
© Accue Q

GLPI

= Chercher dans le menu o

© Tableaudebord 2 2\ Vue groupe

Vue personnelle

Parc
2 Central 4
69 Assistance

B Gestion

& Outils

o+
14.7K 1
Logiciels

5.4K

Q2 Administration
Ordinateurs

{& Configuration

130 p 3.8K
Licences Moniteurs

® Vous visionnez actuellement des données de démonstration.

o |56 o | 380K
Groupes Fournisseurs Documents
< Réduire le menu
s g 1« @ [

@ Vueglobale N\ Flux RS

Tickets

@B Nouveau

Validation (@i} En cours (Attribué)

dpcours (Planifié) (@l En attente Résolu (@ Clos

2025-10

:$ sudo rm /var/www/html/glpi/install/install.php

[sudo] password for osboxes:

:$ s -1 /var/www/html/glpi/install/install.php

1s: cannot access

4.3. Déploiement de I'Agent (Sur Windows)

'/var /www/html/glpi/install/install.php': No such file or directory

Pour automatiser l'inventaire, nous avons installé GLPI Agent sur le poste client Windows.



http://192.168.100.10/front/inventory.php.

caractéristiques techniques.

Configuration clé : L'agent a été configuré pour pointer vers 'adresse

Cette étape permet au PC de "téléphoner" au serveur pour lui donner ses

Panneau de configuration ox O
- v 4 > Panneau de configuration v O Rechercher yel
Ajuster les paramétres de |'ordinateur Afficher par: Catégorie ¥
Systeme et sécurite Comptes d'utilisateurs
Consm.'llterl état Yotre ordinateur 9 Modifier le type de compte
Enregistrer des céSies de sauvegarde de vos
fichiers a I'aide de I'Historique des fichiers @
Sauvegarder et restaurer (Windows 7) Apparence et personnalisation
. > = ~
Reéseau et Internet =%
\ SRR : : . Horloge et région
Afficher I'état et la gestion du réseau ‘.v"‘ ) Modifier les formats de date, d'heure ou de
s b
r ateriel et audio b oot o
%‘ Afficher les périphériques et imprimantes Options d’ergonomie
Ajouter un périphérique Laisser Windows suggérer les paramétres
Ajuster les paramétres de mobilité Optimiser I'affichage
communément utilisés
‘B Réseau et Internet = O X
&« v P ‘ﬂ > Panneau de configuratio{} > Réseau et Internet » v O Rechercher yel
Page d'accueil du panneau de N .
et .',I.- Ce_ntre Réseau et partage A
~«27 Afficher |'état et la gestion du réseau | Connexion 3 un réseau
Systéme et sécurité Afficher les ordinateurs et les périphériques réseau
e Réseau et Internet -7 p 1ons Interne
Matériel et audio [E Modifier la page d'accueil Gérer les composants additionnels du navigateur
D Supprimer I'historique de navigation et les cookies
Comptes d'utilisateurs
& Connexions réseau - O X

& 3 i é
1 & « RéseauetInternet > Connexions réseau >

Organiser v Désactiver ce périphérique réseau N Diagnostiquer cette connexion  »

— | Ethernet2
Réseau non identifié

= | Ethernet
* Réseau

@ Intel(R) PRO/1000 MT Desktop Adf.

@7 Intel(R) PRO/1000 MT Desktop Ad...

v

o

Rechercher dans: Connexion... 0

S

@ @
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&/ Connexions réseau
& « Re el
I & « Réseau et Internet » Connexions réseau
Organiser v

= | Ethernet
i o Réseau

@ Intel(R) PRO/1000 MT Desktop Ad...

Désactiver ce périphérique réseau

A

Ethernet 2

] Propriétés de Ethernet 2
Gestion de réseau  Partage

Connexion en utilisant :
I? Intel(R) PRO/1000 MT Desktop Adapter #2

Cette connexion utilise les éléments suivants :

> Réseau non identifié
@27 Intel(R) PRO/1000 MT Desktop

Z3 Client pour les réseaux Microsoft ~
z?Partage de fichiers et imprimantes Réseaux Microsoft
vJ m Planfirates - 4

- [N Protocole Intemet version 4 (TCP/IPv4) -
e L e R e s e
4. Pilote de protocole LLDP Microsoft
& Protocole Intemet version 6 (TCP/IPv6) v
< >

l —kgaler Désinstaller

Description

Diagnostiquer cette connexion >

S O X
v 0 Rechercher dans : Connexion... Q0
B~ @ @
& Désactiver
Statut
Diagnostiquer

) Connexions de pont

Créer un raccourci

O Supprimer
O Renommer

Emmm ey ) ) ) [F) G GE) L SR

N

Propriétés de : Protocole Internet version 4 (TCP/IPv4)
Général

Les paramétres IP peuvent étre déterminés automatiquement si votre
réseau le permet. Sinon, vous devez demander les paramétres IP
appropriés a votre administrateur réseau.

(O Obtenir une adresse IP automatiquement
(® Utiliser |'adresse IP suivante ;

Adresse IP : [ 192.168.100. 20 |

[ 255.255.255. 0 |

Masque de sous-réseau :

Passerelle par défaut :

Obtenir les adresses des serveurs DNS automatiquement

(@ Utiliser I'adresse de serveur DI

Serveur DNS préféré :

Serveur DNS auxiliaire :

[Jvalider les paramétres en quittant
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v  Q Github-glpi Agent releases - Rect X () Releases - glpi-project/glpi-agent X - =

& G | O nttpsy//github.com/glpi-project/glpi-agent/releases

B Ay =@

»

0
Jun 10
m GLPI Agent v1.15
github-action
s
© 115 Here you can download GLPI-Agent v1.15 packages.
0 €93c225) Don't forget to follow our installation documentation.
Compare v . o ¢ . . . . .
Release notes are available here: https://glpi-project.org/glpi-agent-1-15-is-available/
Windows
Arch Windows installer Windows portable archive
64 bits = GLPI-Agent-1.15-x64.msi | GLPI-Agent-1.15-x64.zip
¥ = | Gérer Téléchargements — O
Accueil Partage Affichage Qutils d'application
<« v 4 w‘ > CePC > Téléchargements v Rechercher dans : Télécharge...
GLPI Agent 1.15 Target Setu - X Taille
3 Accés rapide ﬂ 9 9 P
I Bureau Choose Targets
Choose where the result will be sent. 220

J Téléchargeme
Documents
[&=] Images
j Musique
B vidéos

@ OneDrive

g CePC
@ Réseau

Local Target

Remote Targets

Local path or UNC path

You can set multiple URIs by separating them with commas
‘https://server(alpi/,...'

http://192. 168. 100. 10/front/inventory.php|

[ Quick installation

Back [ Next | | Cancel

14



v . Github-glpi Agent releases - Reci X Io Releases - glpi-project/glpi-agent X @ I<|b) GLPI-Agent X

& O © localhost:62354 ab A 1y

|'hh  Lire a haute voix <A 00 >l &) optic

This is GLPI Agent 1.15

The current status is waiting

Force running_all targets planned tasks

Next server target execution planned f0|| Force an inventory I

« serverQ: Mon Dec 29 13:09:05 2025

Planned tasks: Inventory, NetDiscovery, Remotelnventory, Deploy, Collect, ESX, Netinventory

5. FONCTIONNALITES CLES

5.1. L'Inventaire Automatique
Grace a l'agent, nous avons résolu le probléme de méconnaissance du parc.

« Résultat : Dés l'installation de 1'agent, la machine Windows est apparue
automatiquement dans la console GLPI.

«  Données remontées : Nous pouvons voir le modele du processeur, la quantité de
RAM, l'espace disque et le systéme d'exploitation sans nous déplacer physiquement
sur le poste.

B G localhost/ x 4+ v B G
¢« C O 8 NotSecure http://192.168.100.10/front/computer.php A W @ signin &)

Super-Admin

( LPI @ Accueil / @ Parc / 2 Ordinateurs + & Recherche Q e .«
Entité racine (Arborescence)

= Chercher dans le menu
A =g Rechercher v N Trier v o5 o® S &~

| @ Parc

D

NOM STATUT FABRICANT NUMERO DE SERIE TYPE MODELE ~ SYSTEMED'EXPLOITATION- gy
NoM M
@ Tableau de bord
DESKTOP-0L7SKCL innotek VirtualBox-43d4df43-3662-4e11-8042-5cf44ebb69dc VirtualBox VirtualBox Microsoft Windows 10 2
I O Ordinateurs GmbH Professionnel
Moniteurs 20 - lignes / pages De 1a1sur1lignes
Logiciels
@ =5 Rechercher v 14 Trié par Processeur v m O S &
ABRICANT NUMERO DE SERIE TYPE MODELE  SYSTEME D'EXPLOITATION- | gy DERNIERE COMPOSANTS - PROCESSEUR
EOV*' MODIFICATION -
notek VirtualBox-43d4df43-3662-4e11-8042-5cf44ebb69dc VirtualBox VirtualBox Microsoft Windows 10 2025-12-29 13:25 Intel Core i5-8350U CPU @
>5mbH Professionnel 1.70GHz

5.2. La Gestion des Tickets (Helpdesk)

Nous avons structuré le support pour ne plus perdre de demandes9.
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Le flux de travail (Workflow) mis en place est le suivant :

1. Le Demandeur (ex : post-only) : Se connecte a l'interface simplifiée et signale
"Panne". Il n'a accés qu'a ses propres demandes.

2. L'Association : Le ticket est li¢ a I'ordinateur de l'inventaire, ce qui permet au
technicien de voir la configuration de la machine concernée.

3. Le Technicien : Recoit le ticket, le diagnostic, et note la solution.

4. Cloture : Le ticket est résolu et archivé.

v G Authentification - GLPI x [+ = (m] X

C | A Nonsécurisé  192.168.100.10 © v =g - O

Connexion a votre compte

Identifiant

post-only

Mot de passe

9

Source de connexion

Base interne GLPI v

Se souvenir de moi

Se connecter

GLPI Copyright (C) 2015-2025 Teclib' and contributors



v G Home-GLPI x  + = o

& (O A Nonsécurisé  192.168.100.10/Helpdesk Ay = g’

Parcourir les articles \ Signaler un incident Demander un service
d'aide Demander du support Demander un service
Voir tous les articles auprés de notre équipe réalisé par notre équipe.
d'aide disponibles et helpdesk.
notre FAQ.

@ Créer un ticket Voir vos tickets Faire une réservation
Accédez a notre Voir tous les tickets que ogo Sélectionner un actif

. o 000 g . .

catalogue de services et Vous avez créeés. disponible et le réserver

choisissez un formulaire pour une date donnée.
pour créer un nouveau
ticket.

v G New ticket - GLPI x  + — O

& G | A Nonsécurisé  192.168.100.10/ServiceCatalog A Y2 )8s=

Service catalog Sortby: Yr~  Search for forms
Demande Signaler
un servicegl ! un
Demander incident
n service Demander
réalisé par i
rTOIr.e support
eqtipe: auprés de

notre
équipe
helpdesk.
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Panne
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O Answer @ Cancel ticket

Login to your account

Login

tech
Password
sessnsed
Login source
GLPI internal database v

Remember me

Sign in
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® Knowledge base
@ ltems

i}

Costs

02 Projects
Y= Project tasks
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6. SECURITE ET PERENNITE

Comme demand¢ dans le cahier des charges, nous avons appliqué des mesures strictes pour
protéger l'infrastructure.

6.1. Sauvegardes Automatisées (Backup)

Pour éviter toute perte de données en cas de panne serveur :

« Nous avons créé un script (glpi_backup.sh) qui exporte la base de données compléte.

«  Une tache planifiée (Cron) exécute ce script automatiquement chaque nuit a 3h00.

« Une politique de rétention supprime automatiquement les sauvegardes de plus de 7
jours pour ne pas saturer le disque.

sauvegarde immediate
$ sudo mysqldump glpidb > ma_sauvegarde.sql
:$ s -1h ma_sauvegarde.sql
-rw-rw-r-- 1 osboxes osboxes 1.1M Dec 29 11:38 ma_sauvegarde.sql

S |

SOLUTION AUTOMATISATION
- sudo mkdir -p /var/backups/glpi
sudo chmod 700 /var/backups/glpi/
sudo nano /usr/local/bin/glpi_backup.sh
sudo chmod +x /fusr/local/bin/glpi_backup.sh
- sudo crontab -e
no crontab for root - using an empty one

Select an editor. To change later, run 'select-editor'.
1. /bin/nano <---- easiest
2. Jusr/bin/vim.tiny
3. /bin/ed

Choose 1-3 [1]: 1

crontab: installing new crontab

GNU nano 6.2

DATE date +%F_%H-%M
mysqldump glpidb /var /backups/glpi/glpi_backup_

find /var/backups/glpi -name -mtime +7 -deletel
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:$ sudo crontab -1
Edit this file to introduce tasks to be run by cron.

Each task to run has to be defined through a single line
indicating with different fields when the task will be run
and what command to run for the task

To define the time you can provide concrete values for
minute (m), hour (h), day of month (dom), month (mon),
and day of week (dow) or use '*' in these fields (for 'any').

Notice that tasks will be started based on the cron's system
daemon's notion of time and timezones.

Output of the crontab jobs (including errors) is sent through
email to the user the crontab file belongs to (unless redirected).

For example, you can run a backup of all your user accounts
at 5 a.m every week with:
® 5 * * 1 tar -zcf /var/backups/home.tgz /home/

For more information see the manual pages of crontab(5) and cron(8)

m h dom mon dow command
3% * * /usr/locai/bin/glpi_backup.sh
:~S

6.2. Sécurisation des Acces (HTTPS)
Pour protéger les mots de passe des utilisateurs :

« Nous avons activé le protocole HTTPS (Port 443).

« Toutes les communications entre les PC et le serveur sont désormais chiffrés.

« Nous avons configuré Apache pour qu'il redirige vers le bon dossier sécurisé
(/glpi/public).
asquer version apache
$ sudo nano /etc/apache2/conf-available/security.conf
$ sudo systemctl restart apache2

Y |

chffrer les communications HTTPS

S sudo a2enmod ssl
Considering dependency setenvif for ssl:
Module setenvif already enabled
Considering dependency mime for ssl:
Module mime already enabled
Considering dependency socache_shmcb for ssl:
Module socache_shmcb already enabled
Module ssl already enabled

$ sudo a2ensite default-ssl
Site default-ssl already enabled

$ sudo systemctl restart apache2

$
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B | € localhost/ X  192.168.100.10/ x et

€ C O & httpsy//192.168.100.10/ ||

GNU nano 6.2 etc/apache2/sites-available/default-ssl.conf *

<VirtualHost *:443>
ServerName novatiel.local
DocumentRoot /var/www/html/glpi/public

SSLEngine on
SSLCertificateFile /etc/apache2/ssl/server.crt
SSLCertificateKeyFile /etc/apache2/ssl/server.key

<Directory /var/www/html/glpi/public>
AllowOverride All
Require all granted
Options FollowSymLinks
</Directory>

<IfModule mod_rewrite.>
RewriteEngine On
RewriteCond %{HTTPS} off
RewriteRule Ahttps://%{HTTP_HOST}%{REQUEST_URI} [L,R=301]
</IfModule>
ErrorLog S$S{APACHE_LOG_DIR}/error.log
CustomLog ${APACHE_LOG_DIR}/access.log combined
</VirtualHost>

localhost/ X G Authentication - GLPI x [

C O & 192.168.100.10

GLPI

Login to your account
Login

Password

Login source

GLPl internal database

Remember me

® Signin

a

&
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ServerTokens Prod

ServerSignature Off

6.3. Droits et Permissions
Nous avons appliqué le principe du "moindre privilege" :

« Le serveur web n'a le droit d'écrire que dans les dossiers strictement nécessaires (files,
config).

« Les fichiers sensibles appartiennent a l'administrateur systéme (root), empéchant toute
modification malveillante via le web.
permission des fichiers

sudo chown root:root /var/www/html/glpi
sudo chown www-data:www-data /var/www/html/glpi/files

sudo chown www-data:www-data /var/www/html/glpi/config/
sudo chown www-data:www-data /var/www/html/glpi/marketplace/




7. EVOLUTION DU PROJET : PASSAGE EN
ARCHITECTURE HYBRIDE

Afin de professionnaliser davantage l'infrastructure et de se rapprocher des standards réels des
entreprises, nous avons décidé de faire évoluer le projet vers une architecture hybride
(Windows + Linux).

Cette étape finale consiste a déléguer la gestion des utilisateurs a un serveur dédié (Active
Directory) tout en conservant la robustesse de Linux pour I'hébergement web de GLPL

7.1. Nouvelle Architecture Mise en Place
Nous avons ajouté un second serveur a notre réseau pour répartir les roles :

« Serveur 1 (Windows Server2022) : Il devient le Contréleur de Domaine (AD DS) et
gere le DNS. Son rdle est de centraliser les identités (comptes utilisateurs, mots de

passe).
« Serveur 2 (Linux Ubuntu/Debian) : Il reste le serveur d'application Web pour GLPI.

« Interconnexion : Les deux serveurs communiquent via le protocole LDAP.

SERVEUR WINDOWS (AD) SERVEUR LINUX (GLPI)

| SRV-AD-01 | SRV-GLPI
IP: 192.168.100.30 1P: 192.168.100.31

Role: Annuaire / DNS Réle: Web / Inventaire

N
1N

N
N
N
N
N
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‘ Domaine: technocity.local
POSTE CLIENT
(Windows 10)




7.2. Installation de I'Active Directory (AD DS)

Sur le serveur Windows, nous avons installé les réles AD DS et DNS pour créer le domaine
technocity.local. Nous avons ensuite créé une structure organisationnelle (OU) et des
utilisateurs tests (ex: Jean Dupont) pour simuler les employés de l'entreprise.

Ba. Gactinnnaira da cancanr —_ 1
Pt it i .
i Nouvel objet - Utilisateur X
4
- Créerdans : technocity local/Users
= 3_) on )

d'utilisateur d'a...

™M  Quand vous cliquerez sur Terminer, |'objet suivant sera créé : bres de ce grou...

Nom complet : Jean Dupont bres de ce grou...
> krateurs désigné...
Nom de connexion de | 'utilisateur : j. dupont@technocity local RS
trateurs désigné...
Le mot de passe n'expire jamais. trateurs désigné...
controleurs de ...
bres de ce grou...
bres de ce grou...

bres de ce grou...

Hes administrate...
ts DNS qui sont ...
bres de ce grou...

< Précédent Annuer | fdepassedes..
de passe des ...

Ev Invité Utilisateur Compte d'utilisateur inv...

;)

%Invités dud.. Groupedeséc.. Tous lesinvités du doma...

%Ordinateurs .. Groupe deséc.. Toutes les stations de tra...
L‘Bpropriétaires... Groupe de séc...  Les membres de ce grou...
%Protected Us... Groupe deséc... Les membres de ce grou...

< > || 8% Serveurs RA... Groupe de séc... Les serveurs de ce aroup...

7.3. Intégration du Client au Domaine

Le poste client Windows 10 a été configuré pour utiliser le DNS du serveur Windows
(192.168.100.30). 11 a ensuite rejoint le domaine technocity.local, ce qui permet une gestion
centralisée du poste et I'application de stratégies de groupe (GPO) futures.
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Propriétés systéme

Modification du nom ou du domaine de I'ordinateur X b, 3 distance
gl
Vous pouvez modifier le nom et |'appartenance de cet
ordinateur. Ces modifications peuvent influer sur I'accés aux L vot
ressources réseau. gre
Nom de |'ordinateur :
DESKTOP-OL7SKCL | f
Nom complet de |'ordinateur :
DESKTOP-OL7SKCL
Membre d'un _kﬂéseau..i
(® Domaine :
|technocity local| | ﬁ:‘
(O Groupe de travail :
WORKGROUP
OK _ Annuler
& 5
z| Modification du nom ou du domaine de l'ordinateur X

ol

n Bienvenue dans le domaine technocity.local.

7

7.4. Interconnexion LDAP et Authentification Unique

Pour éviter aux utilisateurs d'avoir deux mots de passe différents, nous avons reli¢ GLPI a
I'Active Directory.

Configuration : Dans GLPI, nous avons activé I'annuaire LDAP pointant vers le
serveur Windows (Port 389).

Résultat : L'utilisateur "Jean Dupont" peut désormais se connecter a l'interface de
support GLPI en utilisant ses identifiants de session Windows.
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= G localhost/ x + N S & &

<« C O & 192.168.100.10/front/auth Form.php?id=2 X W ® signin &) =

& Accueil / €& Configuration / E Authentification =
6 LPI | ¥ Annuaires LDAP

= Chercher dans le menu

-Admin
e (Arbo!

mw

el Annuaire LDAP - AD TechnoCity - ID 2 ¢ Actions v mn
@ Parc
Annuaire LDAP
b Asslstance Q Tester Qs Test LDAP Serveur : AD TechnoCity
B Gestion <] sateurs
~ Utilisateurs Flux TC
& Outils 2 Groupes Lonnexion
Q2 Administration Informations avancées ?ase P: n DC=local" ¢
& Configuration . Replicats LDAP URI
Vérification de 'URI LDAP réussie
Actifs personnalisés O Historique 2 =
Intitulés S Tous (?or\nexlo‘l:\]B‘ur'l’cr‘lw‘
Gl Chercher (50 premiers résultats)
Notifications . ren Sigienueesiid
Webhooks
Niveaux de services
Générale Elément modifié : AD TechnoCity
Unicité des champs
Login to your account
Login
j.dupont
Password

Login source

AD TechnoCity v

Remember me

Sign in

5 G | localhost/ X + 2 D & &

<« C O G 192.168.100.10/Helpde E @ signin &)

b |

DUPONT JEAN

~ Self-Service <

€ Entité racine

%o Frangais v

Besoin d’'aide ? Une question ;.

A propos

f» Mes préférences

er des es de e de esf e G Déconnexion




CONCLUSION

Le projet pilote pour TechnoCity est une réussite technique. Nous avons remplacé une gestion
manuelle obsoléte par une solution automatisée, répondant aux besoins de visibilité et
d'organisation de l'entreprise.

Les points forts de cette nouvelle infrastructure sont :

« L'efficacité : L'inventaire est désormais automatique et le support est centralisé.

« La professionnalisation : Le passage a une architecture hybride (Active Directory +
Linux) garantit une gestion centralisée et sécurisée des identités.

« La sécurité : Les échanges sont chiffrés et les données sauvegardées quotidiennement.

La solution est aujourd'hui opérationnelle, interconnectée et préte a étre déployée sur
'ensemble des 85 postes de l'entreprise.
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