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1. GLOSSAIRE & DÉFINITIONS   
Voici les définitions des concepts clés utilisés dans ce projet.   

• GLPI (Gestionnaire Libre de Parc Informatique) : C'est le logiciel central du 
projet. Il s'agit d'une application web qui permet de lister tout le matériel informatique 
(ordinateurs, écrans, imprimantes) et de gérer les demandes d'aide (tickets) des 
utilisateurs.  

• Agent (GLPI Agent / FusionInventory) : C'est un petit programme "espion" installé 
sur les ordinateurs des employés (Windows). Son rôle est de scanner le matériel 
(RAM, Disque, Processeur) et d'envoyer automatiquement ces informations au serveur 
GLPI.  

• Serveur LAMP : C'est le socle technique sur lequel tourne GLPI. C'est un acronyme 
pour Linux (le système d'exploitation), Apache (le serveur web qui affiche les pages), 
MariaDB (la base de données qui stocke les infos) et PHP (le langage de 
programmation de GLPI).  

• Ticketing (Gestion des incidents) : C'est le processus qui remplace les post-it et les 
emails. Un utilisateur déclare un problème (un ticket), un technicien le prend en 
charge, le résout et le ferme. Tout est tracé.  

• HTTPS (Sécurisation) : Protocole qui permet de chiffrer les échanges entre 
l'ordinateur de l'utilisateur et le serveur. C'est le petit cadenas à côté de l'adresse web, 
garantissant que les mots de passe ne sont pas volés.  

• LDAP (Lightweight Directory Access Protocol) : C'est un protocole (un langage) 
standard qui permet d'interroger un annuaire centralisé. Dans notre projet, c'est le 
"câble virtuel" qui permet au serveur Linux (GLPI) de discuter avec le serveur 
Windows (Active Directory). C'est grâce au LDAP que GLPI peut demander à l'Active 
Directory : "Est-ce que le mot de passe de Jean Dupont est correct ?", permettant ainsi 
aux utilisateurs de conserver un identifiant unique pour tout le réseau.  
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2. CONTEXTE ET OBJECTIFS  
2.1. Présentation de l'entreprise  

TechnoCity est une PME de 85 employés spécialisée dans la maintenance industrielle.  

Actuellement, le service informatique (3 techniciens) est dépassé :  

• Aucun inventaire centralisé : on ne sait pas qui a quel ordinateur.  

• Support désorganisé : les demandes se perdent, il n'y a pas de suivi.  

• Manque de visibilité : le responsable informatique ignore l'état des licences et du 
matériel.  

  

2.2. Objectifs du projet  

La direction a validé la mise en place d'une solution professionnelle pour :  

1. Automatiser l'inventaire : Avoir une liste à jour du matériel sans saisie manuelle.  

2. Centraliser le support (Helpdesk) : Créer un guichet unique pour les incidents.  

3. Sécuriser les données : Garantir que ces informations critiques ne soient pas perdues.  

  

3. ARCHITECTURE TECHNIQUE  
Pour répondre à ce besoin, nous avons déployé une infrastructure client-serveur virtualisée.  

3.1. Le Serveur (Cœur du système)  

• OS : Linux (Ubuntu/Debian). Choisi pour sa stabilité et sa sécurité par rapport à 
Windows Server pour l'hébergement web.  

• Rôle : Héberge l'application GLPI et la base de données.  

• Adresse IP : 192.168.100.10 (Fixe).  

3.2. Le Client (Poste Utilisateur)  

• OS : Windows 10/11 (Simule un poste employé TechnoCity).  

• Rôle : Poste de travail sur lequel est installé l'Agent d'inventaire.  

• Adresse IP : 192.168.100.20.  

  
 

4. MISE EN ŒUVRE : INSTALLATION  
4.1. Installation du Serveur Web  

Nous avons installé les composants nécessaires pour faire fonctionner GLPI :  
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• Installation d'Apache (le serveur web).  

• Installation de MariaDB (la base de données).  

• Installation de PHP et de ses extensions nécessaires.  

      Configuration de départ   

 
  

  
  

  

  

Configuration obtenue  
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4.2. Configuration de GLPI  

L'installation de GLPI s'est faite via l'interface web. Nous avons :  

• Créé la base de données.  

• Initialisé les comptes utilisateurs par défaut.  

• Action Sécurité : Changement immédiat des mots de passe par défaut (glpi, tech, 
normal, post-only) pour éviter les intrusions.  
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4.3. Déploiement de l'Agent (Sur Windows)  

Pour automatiser l'inventaire, nous avons installé GLPI Agent sur le poste client Windows.  
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• Configuration clé : L'agent a été configuré pour pointer vers l'adresse 
http://192.168.100.10/front/inventory.php.  

• Cette étape permet au PC de "téléphoner" au serveur pour lui donner ses 
caractéristiques techniques.  
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5. FONCTIONNALITÉS CLÉS  
5.1. L'Inventaire Automatique  

Grâce à l'agent, nous avons résolu le problème de méconnaissance du parc.  

• Résultat : Dès l'installation de l'agent, la machine Windows est apparue 
automatiquement dans la console GLPI.  

• Données remontées : Nous pouvons voir le modèle du processeur, la quantité de 
RAM, l'espace disque et le système d'exploitation sans nous déplacer physiquement 
sur le poste.  

  

 
5.2. La Gestion des Tickets (Helpdesk)  

Nous avons structuré le support pour ne plus perdre de demandes9.  
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Le flux de travail (Workflow) mis en place est le suivant :  

1. Le Demandeur (ex : post-only) : Se connecte à l'interface simplifiée et signale 
"Panne". Il n'a accès qu'à ses propres demandes.  

2. L'Association : Le ticket est lié à l'ordinateur de l'inventaire, ce qui permet au 
technicien de voir la configuration de la machine concernée.  

3. Le Technicien : Reçoit le ticket, le diagnostic, et note la solution.  

4. Clôture : Le ticket est résolu et archivé.  
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6. SÉCURITÉ ET PÉRENNITÉ  
Comme demandé dans le cahier des charges, nous avons appliqué des mesures strictes pour 
protéger l'infrastructure.  

6.1. Sauvegardes Automatisées (Backup)  

Pour éviter toute perte de données en cas de panne serveur :  

• Nous avons créé un script (glpi_backup.sh) qui exporte la base de données complète.  

• Une tâche planifiée (Cron) exécute ce script automatiquement chaque nuit à 3h00.  

• Une politique de rétention supprime automatiquement les sauvegardes de plus de 7 
jours pour ne pas saturer le disque.  
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6.2. Sécurisation des Accès (HTTPS)  

Pour protéger les mots de passe des utilisateurs :  

• Nous avons activé le protocole HTTPS (Port 443).  

• Toutes les communications entre les PC et le serveur sont désormais chiffrés.  

• Nous avons configuré Apache pour qu'il redirige vers le bon dossier sécurisé 
(/glpi/public).  
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6.3. Droits et Permissions  

Nous avons appliqué le principe du "moindre privilège" :  

• Le serveur web n'a le droit d'écrire que dans les dossiers strictement nécessaires (files, 
config).  

• Les fichiers sensibles appartiennent à l'administrateur système (root), empêchant toute 
modification malveillante via le web.  
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7. ÉVOLUTION DU PROJET : PASSAGE EN 
ARCHITECTURE HYBRIDE  
Afin de professionnaliser davantage l'infrastructure et de se rapprocher des standards réels des 
entreprises, nous avons décidé de faire évoluer le projet vers une architecture hybride 
(Windows + Linux).  

Cette étape finale consiste à déléguer la gestion des utilisateurs à un serveur dédié (Active 
Directory) tout en conservant la robustesse de Linux pour l'hébergement web de GLPI.  

7.1. Nouvelle Architecture Mise en Place  

Nous avons ajouté un second serveur à notre réseau pour répartir les rôles :  

• Serveur 1 (Windows Server2022) : Il devient le Contrôleur de Domaine (AD DS) et 
gère le DNS. Son rôle est de centraliser les identités (comptes utilisateurs, mots de 
passe).  

• Serveur 2 (Linux Ubuntu/Debian) : Il reste le serveur d'application Web pour GLPI.  

• Interconnexion : Les deux serveurs communiquent via le protocole LDAP.  
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7.2. Installation de l'Active Directory (AD DS)  

Sur le serveur Windows, nous avons installé les rôles AD DS et DNS pour créer le domaine 
technocity.local. Nous avons ensuite créé une structure organisationnelle (OU) et des 
utilisateurs tests (ex: Jean Dupont) pour simuler les employés de l'entreprise.  

  
7.3. Intégration du Client au Domaine  

Le poste client Windows 10 a été configuré pour utiliser le DNS du serveur Windows 
(192.168.100.30). Il a ensuite rejoint le domaine technocity.local, ce qui permet une gestion 
centralisée du poste et l'application de stratégies de groupe (GPO) futures.  

  



 
  

28 

 

  

 

  

7.4. Interconnexion LDAP et Authentification Unique  

Pour éviter aux utilisateurs d'avoir deux mots de passe différents, nous avons relié GLPI à 
l'Active Directory.  

• Configuration : Dans GLPI, nous avons activé l'annuaire LDAP pointant vers le 
serveur Windows (Port 389).  

• Résultat : L'utilisateur "Jean Dupont" peut désormais se connecter à l'interface de 
support GLPI en utilisant ses identifiants de session Windows.  
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CONCLUSION  
Le projet pilote pour TechnoCity est une réussite technique. Nous avons remplacé une gestion 
manuelle obsolète par une solution automatisée, répondant aux besoins de visibilité et 
d'organisation de l'entreprise.  

Les points forts de cette nouvelle infrastructure sont :  

• L'efficacité : L'inventaire est désormais automatique et le support est centralisé.  

• La professionnalisation : Le passage à une architecture hybride (Active Directory + 
Linux) garantit une gestion centralisée et sécurisée des identités.  

• La sécurité : Les échanges sont chiffrés et les données sauvegardées quotidiennement.  

La solution est aujourd'hui opérationnelle, interconnectée et prête à être déployée sur 
l'ensemble des 85 postes de l'entreprise.  

  


